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ABSTRACT: The HARP experiment was designed to study hadron production in proton-nucleus
collisions in the energy range of 1.5 GeV/c–15 GeV/c. The experiment was made of two spec-
trometers, a forward dipole spectrometer and a large-anglesolenoid spectrometer. In the large-
angle spectrometer the main tracking and particle identification is performed by a cylindrical Time
Projection Chamber (TPC) which suffered a number of shortcomings later addressed in the anal-
ysis. In this paper we discuss the effects of time-dependent(dynamic) distortions of the position
measurements in the TPC which are due to a build-up of ion charges in the chamber during the
accelerator spill. These phenomena have been studied both by modelling and by experiment, and a
correction procedure has been developed. The effects of thetime-dependent distortions have been
measured experimentally by means of recoil protons in elastic scattering reactions, where the track
coordinates are precisely predictable from simple kinematical considerations. The dynamics of
the positive ion cloud and of the electrostatics of the field-cage system have been modelled with a
phenomenological approach providing an understanding of the features. Using the elastic scatter-
ing data a general correction procedure has been developed and applied to all data settings. After
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application of the corrections for dynamic distortions thecorrected data have a performance equal
to data where the dynamic distortions are absent. We describe the phenomenological model, the
comparison with the measurements, the distortion correction method and the results obtained with
experimental data.

KEYWORDS: Time projection Chambers (TPC); Pattern recognition, cluster finding, calibration
and fitting methods
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1 Introduction

The HARP experiment [1, 2] was designed to study hadron production in proton-nucleuscollisions
in the energy range of 1.5 GeV/c–15 GeV/c. The main aim of the experiment is to provide pion
production data for the calculation of neutrino fluxes in conventional neutrino beams at acceler-
ators, to provide data for extended air shower simulations and for prediction of the atmospheric
neutrino flux, as well as to provide input to the quantitativedesign of a future neutrino factory.

The experiment was made of two spectrometers:

• A forward dipole spectrometer with planar drift chambers for the particle tracking and a time-
of-flight (TOF) scintillator wall, a Cherenkov detector andan electromagnetic calorimeter for
particle identification (PID).

• A large-angle solenoid spectrometer where the main tracking and PID is performed by
a cylindrical Time Projection Chamber (TPC) occupying mostof the radial space of the
solenoid magnet. The TPC provides track, momentum and vertex measurements for all out-
going charged particles in the angular range from 20◦ to 135◦ with respect to the beam axis.
In addition, it provides particle identification by recording the particle’s energy loss in the gas
(dE/dx). The PID capabilities of the TPC detector are complementedby a set of multi-gap
RPCs (Resistive Plate Chambers) serving as TOF detectors and surrounding the TPC.

– 1 –
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Figure 1. Schematic layout of the TPC. The beam enters from the left. Starting from the outside, first the
return yoke of the magnet is seen, closed with an end-cap at the upstream end, and open at the downstream
end. The inner field cage is visible as a short cylinder entering from the left. The ITC trigger counter and
the target holder are inserted in the inner field cage. The RPCs (not drawn) are positioned between the outer
field cage and the coil. The drift length is delimited on the right by the cathode plane and on the left by the
anode wire planes. On the right the mechanical drawing of a sector of the TPC, the layout of the pads is
indicated.

Data analysed with the large-angle spectrometer have been published in refs. [3–7].

After a general introduction of the TPC and the difficulties experienced with this detector, we
address in detail the time-dependent distortions observedon the measured track trajectories. We
start by giving the evidence which has led to establishing the existence of the effect. Then we
give more details of dedicated measurements which have allowed us to characterise the magnitude
and time dependence of the distortions. We describe a methodusing the kinematics of elastic
proton-proton scattering. This process provides an unbiased prediction of the track trajectories in
the detector volume which can be compared with the measurements obtained with the TPC. We
then develop electrostatic models to illustrate how the effects can be understood. The combination
of the models with the experimental measurements allows us to understand which effects are the
most important ones. Finally, we describe a simple correction method which is based on the elastic
scattering measurements and show the results of a number of benchmark tests to demonstrate the
performance of the detector after correction.

2 The HARP TPC

The schematic layout of the HARP TPC is shown in figure1. The TPC is positioned inside the
solenoid magnet, providing a magnetic volume with a diameter of 0.9 m, a length of 2.25 m and
a field of 0.7 T in the main sensitive volume. The magnet was previously used for the R&D of
the ALEPH experiment’s TPC [8] and later modified for HARP. The downstream end of the return
yoke was left open to minimize materials encountered by secondary particles emerging from the
TPC in the direction of the forward spectrometer. At the upstream end there is a small cylindrical
hole in the end-cap yoke for the passage of the incident beam and to leave space to insert the
inner trigger cylinder (ITC) and target holder inside the inner field cage (IFC). The drift volume
is 1541 mm long with a nominal electric field gradient of 111 V/cm. Given the drift velocity of
the chosen gas mixture under these operating conditions, the maximum drift time is approximately

– 2 –
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30 µs. The induced charge from the gas amplification at the anode wires is measured using a
pad plane, subdivided in six sectors; the anode wires are strung onto the six spokes defining the
sectors. The pads are organized in 20 concentric rows, each pad being connected to an individual
pre-amplifier. The pad dimensions are 6.5 mm× 15 mm and the number of pad ranges from 11 per
row per sector at the inner radius to 55 at the outer radius. The pad-charges are sampled into charge
time-series by one Flash-ADC (FADC) per pad, with a samplinginterval of 100 ns. The total Data
Acquisition (DAQ) readout time is 500µs to 1000µs per event depending on the event size.

During the analysis, after unpacking the FADC values, time-series are organized inRφ clus-
ters. The clusters are assigned to tracks by a tree-based algorithm for pattern recognition which
used a general three-dimensional binary search method for fast look-up of clusters [9].

Once clusters are assigned to a track, a helix fit is performed. The fitting procedure is based
on the algorithm developed by the ALEPH Collaboration [10] with slight modifications [11], e.g.
the possibility to fit tracks which spiral for more than 2π [12]. The fit consists of two consecutive
steps: a circle-fit in thex–y plane,1 based on a least-square method [13], and a subsequent straight
line fit in the z–sxy plane.2 The two fitting steps allow the five parameters which uniquelydefine
the helix to be determined. The code uses the same naming and sign conventions as in the TASSO
and ALEPH software [10] with a particle direction associated to the motion along the helix itself.

The analysis revealed that the TPC suffered from a number of operational problems which
were discovered, one after the other, during and after the data taking:

1. large excursions of the gains of the pad pre-amplifiers;

2. a relatively large number of dead or noisy pads;

3. large pad gain variations with time;

4. static distortions caused by the inhomogeneity of the magnetic field, an accidental HV mis-
match between the inner and outer field cage;

5. cross-talk between pads caused by capacitive coupling between signal lines in the multilayer
printed boards;

6. dynamic distortions caused by build-up of ion-charge density in the drift volume during the
400 ms long beam spill.

The corrections for the first four effects are described in refs. [2, 3, 12]. A detailed discussion
of the cross-talk effect can be found in ref. [14]. The dynamic distortion effect and its corrections
are presented in this paper. The absolute scale of the momentum measurement with the TPC have
been described in ref. [15]. These results will be used here. Ref. [15] is partly based on the results
described in the present paper.

1The Cartesian coordinatesx andy are the coordinates perpendicular to the nominal magnetic field.
2Thesxy coordinate is defined as the arc length along the circle in thex-y plane between a point and the impact point.
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Figure 2. Thed0 distributions in a 8 GeV/c beam exposure on a 5%λI Be target. Left panel: run 9540.
Right panel: run 9455. The histograms drawn with continuouslines are for positive particles and the ones
with dotted lines for negative particles. The two runs are taken close to each other in time, one just before
and the other after re-tuning of the beam.

3 Evidence for TPC Dynamic Distortions and overall characteristics

In a situation where an incoming beam hits a target at the centre of a rotationally symmetric TPC
one expects the tracks of produced particles to a good approximation to emerge from the centre of
the TPC. We then defined0 to be the impact point of the tracks in thexy plane, i.e. the minimum
distance between the track and thez-beam axis in thexy plane. By convention, its sign indicates
whether the helix encircles thez-beam axis (positive sign) or not (negative sign). The distribution
of d0 is then expected to be symmetric around the origin. The presence of distortions in the TPC
can modify this distribution. Thus, the distribution of thedistance of closest approach of the helix
to the nominal axis of the TPC is a measure of distortions in the TPC. Thed0 distribution of TPC
tracks was found to show a difference between the peaks for tracks with opposite curvature, with a
separation depending on the beam tuning and intensity [12]. This effect is shown in figure2. The
two panels of the figure show two different runs of the same setting (8 GeV/c on a 5%λI Be target)
taken close to each other in time, one just before and the other after re-tuning of the beam.

The presence of the effect persisted even after correcting for static distortion due to voltage
misalignment between the inner and outer field cages, the effect of which was shown to be much
less important.

A better measure of the impact parameter, namely the track impact distance with respect to the
trajectory of the incoming beam particle,d′

0,3 was found to be a very sensitive probe to measure the
distortion strength. The difference betweend′

0 andd0 may be large due to the relatively large width
of the beam spot at the target (≈5 mm) and due to the fact that the beam was not always centred.

The influence of the distortions can be monitored using its average value〈d′
0〉 as shown in

ref. [12]. In figure 3 this quantity is displayed separately for positively and negatively charged
pion tracks as a function of the event number within the spillNevt. A similar benchmark was used

3Thed′0 sign indicates if the helix encircles the beam particle trajectory (positive sign) or not (negative sign).
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Figure 3. Example of monitoring of the dependence of the distortion on the time during the spill.d′
0

as function of the event number in the spill for a 3 GeV/c beam exposure on a Ta target. Open circles:
positively charged particles; closed circles: negativelycharged particles.

in ref. [16] for distortions observed in the STAR TPC. Due to the sign-convention, the dynamic
distortions shift thed′

0 value for particle tracks of positive and negative charge inopposite direction.
The dependence ofd′

0 shows that a distortion effect builds up during the spill, testifying itsdynamic
character. The absence of distortions at the beginning of the spill, and the increasingly larger
distortions with opposite sign for oppositely charged particles during the spill, explains the peak
structure initially observed in thed0 distribution. The curvature of high momentum tracks changes
sign and therefore theird′

0 migrates to large values with opposite sign.

The evolution of thed′
0 distortion during the spill suggests a slowly drifting cloud of positive

ions to be the cause of the track distortions. In addition, the absence of a saturation plateau sug-
gests that the ion build-up does not reach its maximum beforethe end of the spill. It is therefore
expected that a cloud of positive ions generated around the wires of the anode grid of the TPC
grows progressively with time during the spill. The ion cloud would have approximately a torical
shape with inner and outer diameter limited by the inner and outer field cages of the TPC. The front
of the ion cloud does not reach the TPC HV cathode before the end of the spill. At the end of the
beam spill the production of positive ions stops. During theinter-spill time the full cloud drifts to
the HV cathode and vanishes completely before the start of the following spill. The minimum time
between spills is ensured to be 2 s by the operation of the PS.

It was observed that the overall effect of the dynamic distortion in Rφ was opposite in sign to
the one induced by the static distortions due to the aforementioned HV mismatch. Via a straight-
forward~E×~B calculation it is possible to conclude that the radial component of the electric field
due to dynamic distortions has to be directed predominantlyoutwards.

The hypothesis that dynamic distortions are caused by the build-up of positive ions in the drift
volume during the 400 ms long beam spill makes it easier to understand why changes in the beam
parameters (intensity, steering, focus) cause an increaseor decrease in the dynamic distortions:

– 5 –
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the large amount of material around the target is likely to produce many low-energy secondary
particles very close to the inner field cage whenever it is hitby a sizable beam halo. After the end
of the beam spill, the initial conditions are re-established by the fact that the inter-spill time is large
enough to drain all ions to the HV cathode.

Although charge build-up is a common phenomenon in TPCs, in the case of HARP the large
amount of material before and around the target — very close to the beam axis — and the way the
beam has often been tuned (too intense and/or not enough collimated) in some of the settings makes
its occurrence rather difficult to deal with. In addition, the strongly inhomogeneous distortion of
the electric field (larger at smaller radius) complicates the dynamic modelling of the actual field
lines and of the ionization charge trajectories.

4 Benchmarking the distortion effects using elastic scattering

Elastic scattering interactions of protons and pions on hydrogen provide events where the kine-
matics are fully determined by the scattering angle of the forward scattered beam particle. These
kinematic properties were exploited to provide a knownbeamof protons pointing into the TPC
sensitive volume. Data sets taken with liquid hydrogen targets at beam momenta from 3 GeV/c to
8 GeV/c were used for this analysis.

A good fraction of forward elastically-scattered protons or pions enter into the acceptance of
the forward spectrometer, where the full kinematics of the event can be constrained. In particular,
the direction and momentum of the recoil proton can be precisely predicted. Selecting events with
one and only one track in the forward direction and requiringthat the measured momentum and
angle are consistent with an elastic reaction already provides an enriched sample of elastic events.
By requiring that only one barrel RPC hit is recorded at the position predicted for an elastic event
(the precision of the prediction from the forward spectrometer is within the RPC pad size) and
within a time window consistent with a proton time-of-flight, we obtained a≃99% pure sample of
recoil protons in the TPC volume and with known momentum vector.

At beam momenta in the range 3 GeV/c–8 GeV/c the protons which are tagged by accepted
forward beam particles point into the TPC with angles of≈ 70◦ with respect to the beam direction.
The beam counters provide a direct measurement of the incoming particle direction and of the scat-
tering vertex coordinates in the target transverse plane. Once a clean sample of elastic-scattering
events is isolated, by using detectors that are all independent from the TPC, the absolute efficiency
of the track finding and fitting procedure can be measured (this allows the Monte Carlo calcula-
tions of the TPC detection efficiency to be benchmarked), andboth the direction of emission and
the momentum at the scattering vertex of the proton which traverses the TPC at large angle are de-
termined for each event. After correction for energy loss and multiple scattering the complete track
trajectory is determined. It can be used both for comparisonwith the track points of the proton
track reconstructed from the TPC data not corrected for distortions, to measure directly the effect
of dynamic distortions and for benchmarking the proton track reconstructed from TPC data after
corrections of dynamic distortions [17]. This fact has been used for a direct measurement of the
distortions, as will be described in section6.

By comparison with the momentum vector predicted with the elastic scattering kinematics,
it was verified with the data that the value of the polar angleθ is not modified by the dynamic

– 6 –
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Figure 4. Left panel: The shift in average momentum for elastic scattering data ( 3 GeV/c: open squares,
5 GeV/c: open circles) measured with elastic events as a function ofthe event number in spill. The mo-
mentum estimator from the fit not constrained by the impact point of the incoming beam particle is used
here. Right panel: The shift in averaged′

0 as a function of the event number in spill for elastic scattering
data ( 3 GeV/c: filled and open boxes, 5 GeV/c: filled and open circles) measured with elastic events. The
open symbols show the data for momenta below 450 MeV/c and the filled symbols for momenta above
450 MeV/c.

distortions. However, the momentum measurement is affected. By disregarding the impact point
of the incoming beam particle during the fit, the curvature ofthe track in the TPC gas volume can
be measured directly. One observes that the momentum and thevalue ofd′

0 are biased as a function
of Nevt as shown in figure4. The Nevt dependence ford′

0 does not show a significant difference
between the lower and higher momentum part of the spectrum.

The analysis of the elastic scattering events sets very stringent constraints on the maximum
effect of distortions of all kinds on the measurements of kinematic quantities with the TPC. This
method has provided solid estimates of the systematic errors associated with distortionsas a func-
tion of event-in-spill. In particular, it has been used to estimate the overall systematic error on the
momentum determination [3, 15].

5 Ion cloud distortion dynamics

Given the beam intensity and the data acquisition rate with the 5% interaction length targets, it
follows that HARP operated under conditions of high dead time (higher than 90%). Hence, within
one setting, the parameterNevt is a good measure of the time the event was taken after the start of the
spill. (Depending on the precise data-taking conditions, the DAQ recorded about one event per ms.)

The beam instrumentation allows a precise evaluation of thedirection, intensity and particle
type of the impinging particles to be made. It is therefore possible to show correlations of beam

– 7 –
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properties and dynamic distortions. The beam is poorly focused during several settings.4 It is
observed that a badly tuned beam, with large number of halo particles which hit the target support
material (representing several nuclear interaction lengths λI) induces a large number of particles
during the data-acquisition dead time. The contrary also holds: dynamic distortions disappear or
are strongly reduced for settings where the beam is well focused, and can change from run to run
during a setting when the beam was re-tuned between these runs. Moreover, it is observed that the
dependencies of the distortions on the azimuthal angleφ (observed for some settings) are correlated
with an off-axis tuning of the beam.

Beam particles hitting the beam entrance hole and the targetsupport material produce secon-
daries which enter the TPC and produce ionization charges. Notice that a large number of low-
energy (and therefore highly ionizing) electrons are expected to enter the active gas volume. This
kind of phenomenon is likely to produce many more electron-ion pairs than the typical triggered
event in the target. The produced ionization electrons drift towards the amplification region and
then their number is multiplied near the pad plane with an amplification factor of the order of 105,
producing an equivalent number of argon ions. Any inefficiency of the gating grid at the level of
10−3 or even 10−4 allows an substantial number of ions to reach the drift region and to start travel-
ling in the TPC gas volume towards the cathode, forming at thesame time a positive charge cloud.
This charge cloud distorts the (otherwise uniform) drift field.

From measurements of positive ion mobility in argon based gas mixtures [18], the velocity
of the ions is computed to be about 2 mm/ms (four orders of magnitude lower than the velocity of
drift electrons in the TPC).

To help visualize the build-up and motion of the ion cloud, one should keep in mind that the
pad plane is atz≈ −500 mm, the thin targets are atz≈ 0 mm, the nose (Stesalite end disc) of the
inner field cage is at aboutz≈ 250 mm, and the total drift region is≈ 1500 mm long (hence ending
at z≈ 1000 mm). Those numbers imply that, in a spill of about 400 ms,the ion cloud just reaches
thezposition of the target.

The constant increase of distortions during the spill is easily explained: the drift electrons
generated by tracks of triggered events have to cross an increasing number of ions produced by the
beam, as the thickness of the ion cloud to be traversed increases from 0 to about 600 mm from the
start to the end of a 400 ms long beam spill. Before the period of linear increase in strength of the
distortions, one expects a short period of zero distortions: the ion cloud produced in the amplifica-
tion region first has to reach the drift volume. This period isestimated to be about 25 ms.5 Between
the period of zero effect and linear growth one expects a smooth transition given by the ion diffusion
and the difference in length of the drift path in the regions around the anode and gating grid wires.

These expectations can be tested by comparing the distortions affecting tracks generated at
different values ofz in the TPC. Tracks within a limited angular range approximately perpendicular
to the beam direction are used for this analysis since their trajectory lies within a small range inz.
(Tracks between±30 degrees with respect to the normal are accepted.) If the dynamics of the ion

4HARP uses the wordsettingto define a group of runs with the same beam momentum and polarity, target and trigger
definition.

5The estimate is based on the measurement ofd′0 as displayed e.g. in figure3 and figure6 which is consistent with
the observation of the time dependence of the momentum measurement in figure4. In the absence of the gating grid this
period would be three to four times smaller.
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Figure 5. The averaged′
0 as a function of event number in spill for positively (open dots) and negatively

(filled dots) charged particles for the hydrogen target for 3GeV/c beam. Left panel: distortion of tracks
originated in the target (z∼ 0 mm). Right panel: distortion of tracks generated in the Stesalite (z∼ 268.5
mm). Open circles: positively charged particles; closed circles: negatively charged particles.

cloud is correctly described with the considerations givenabove, tracks generated in the Stesalite
end disc of the IFC (large positivez) and in the target should be affected by the same distortions
at any time of the spill, because their drift electrons have to cross the same ion cloud. Figure5
demonstrates that the distortions observed for these two groups of tracks are indeed identical.

On the other hand, tracks generated in a long target (e.g. a two interaction length long alu-
minum target of≈80 cm) at negativez values in the TPC (half-way between the pad plane and
z= 0), should show a saturation of the distortions before the end of spill. Figure6 indeed shows
that the distortion of tracks produced atz≈ −250 mm is no longer increasing after about 130 ms,
consistent with the predictions given in section5. The ion wavefront is expected to reachz≈−250
mm after about 125 ms, and the thickness of ion cloud to be traversed by the drift electrons remains
constant. (Given the rather uniform beam intensity during the spill, per unit time the same number
of ions are produced at the pad plane as the number which crossthe idealz= −250 mm plane.)
Figure6 also shows that tracks produced at increasingly largerzexhibit the distortion saturation at
increasingly later times.

Ions are no longer generated in the amplification region after the end of the beam spill. Thus
it is expected that the ion cloud remains of constant thickness (about 600 mm) between spills, and
that it drifts into the direction of positivez, gradually freeing the active volume from distortions
starting first with the negativez region of the TPC. Cosmic-ray tracks recorded for calibration
taken during the time between spills allow this behaviour tobe studied. To be able to study the
distortion effects, tracks are selected which approximately cross the IFC region. The distortions in
the measurements of the trajectory on either side of the region of the IFC are of opposite sign (if
expressed in Cartesian coordinates). As a measure of the distortions the variable∆φ0 is defined as
the difference of the measuredφ of the top half of the track compared to theφ measured for the

– 9 –
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Figure 6. Averaged′
0 measured as a function of the event number in spill using a long aluminium target. The

data are divided into four regions of thezof the interaction point.z0: −50 cm≤ z<−30 cm (closed circles);
z1: −30 cm≤ z< −10 cm (open circles);z2: −10 cm≤ z< +10 cm (closed squares);z3: +10 cm≤ z<

+30 cm (open squares). The data are shown forπ− tracks. The event number in spill (in first approximation
corresponding to time) where the deviation of the average ofthe different series of points saturate clearly
show the ion mobility. During the first≈25 events (30 ms) no deviation is visible, consistent with the fact
that the ions — created in the amplification region — have not yet reached the drift volume. During the
following ≈50 events the derivative of the slope increases, showing theion diffusion.
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Figure 7. The average∆φ0 for two time periods with different delays from the end of thepreceding spill.
Cosmic rays taken within the first 175 ms after the end of the spill are shown with closed circles, while
the tracks taken between 250 ms and 300 ms after the end of the spill are shown with open circles. The
distortions tend to zero atzvalues which are already passed by the ion packet.
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Figure 8. The dependence of the distortion for cosmic-ray tracks at largez on the position of ion cloud
during the inter-spill period.Dmin is the minimum distance of the trajectory of one arm of the cosmic-ray
track with respect to the point closest to the origin evaluated for the complete cosmic-ray track. Cosmic rays
taken within the first 175 ms after the end of the spill are shown with closed circles, while the tracks taken
between 250 ms and 300 ms after the end of the spill are shown with open circles.

complete cosmic-ray track. Figure7 shows the∆φ0 for two time periods with different delays from
the end of the preceding spill. Indeed the two back-to-back segments of cosmic-ray tracks taken at
negativezbecome progressively less affected by distortions, and thedistortion-free region expands
with time (while the ions drift towards more positivez).

Subtle effects can be shown and explained by analyzing the cosmic-rays taken between spills.
From figure8 it can be observed that tracks at very large positivez≥ 550 mm see a different
distortion strength at the beginning of the inter-spill (first cosmic) with respect to the distortion
seen after about additional 80 ms–100 ms after the end of the preceding spill. This occurs despite
the fact that in both cases their drift electrons cross the same ion cloud thickness. The front of the
cloud has meanwhile just moved by less than 200 mm, and did notreach yetz= 500 mm. This
holds true even if taking into account that the trigger system was programmed to provide a wait-
state of about 140 ms between the end-of-spill and the first inter-spill cosmic. The reasons for this
behaviour can be fully understood: during the 80 ms–100 ms difference between the first and last
inter-spill cosmic-rays, a fraction of the ion cloud has passed the position of the inner field-cage
end disc, entering a region where the electrostatic configuration of the field-cage is completely
different. In the region where the electric field is only formed by the cylinder of the outer field-
cage, the distortion field produced by the ions in the disc with R smaller than the drifting electron
clusters is only attractive towards the origin: the repulsion term of the inner field cage is missing,
and the outward component of the ions at radii larger than theposition of each drift electron is
null. Therefore, there is a range inz in which the drift electrons feel an inward force, thus partially
compensating the usual distortion at small R in thez range, where both the ions and the inner field
cage are present. This is why the cosmic-ray tracks crossingthe TPC at largez values are more
distorted at times directly after the spill compared to later times. There is az value (taking in
account the trigger shift), corresponding to the end/cap ofinner field cage, where the distortions
have a maximum, see figure8.
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6 Experimental determination of the Rφ distortion using elastic scattering

A procedure for correction of the distortions of the HARP TPCwas presented in ref. [19], in which
the track curvature was first determined using the distortedtrajectory and combined with fixed
references such as the vertex position and hits in the RPCs topredict the undistorted position of
charge clusters inside the gas volume. We consider this approach to be susceptible to bias, and that
when trying to measure the effect of distortion in an unbiased way it is important to avoid the use
of reference quantities which can themselves be affected bythe distortions.

On the contrary, as already discussed in section4, elastic scattering off H2 can be used to
predict the complete undistorted trajectory without making use of quantities which are affected in
any way by the distortions. By measuring the scattering angle (θ ) of the forward going particle
with respect the direction of the beam particle (whose momentum is precisely selected by the
beam setting) the four-momentum of the proton recoiling at large angle is derived from the elastic
scattering kinematics. This provides a reference quantitysuitable to actuallymeasurethe distortion.
The knowledge of the four-momentum of the large-angle proton is the key to extend the method
to directly determine theRφ displacement of the clusters. This approach avoids completely the
introduction of dependencies on parameters affected by thedistortions.

The full trajectory of the large-angle proton in the active region of the TPC is calculated by
using the geometry of the detector as described in detail in the simulation program. The simulation
program takes into account all the details of the materials traversed by the scattered proton. This
creates for every individual pad row anunbiasedreference sample as function ofNevt free from
a-priori assumptions.

The procedure was applied to the five reference hydrogen datasets available: 3 GeV/c,
5 GeV/c and 8 GeV/c with a 60 mm long target and 3 GeV/c and 8 GeV/c with a 180 mm
long target. The average difference (alongrφ ) of the position of the predicted trajectory and the
measuredrφ coordinate are shown in figure9 as a function ofNevt for data taken with the 180 mm
hydrogen target in the 3 GeV/c beam. For each pad plane row a straight line fit of the distortion
measurements during the whole spill is made. The slope of thebest straight line fit is used as mon-
itor of the growth of the distortion versus time, is called distortion strength, and is given in units of
growth of the distortion per recorded event. Figure10 shows the results obtained for the 3 GeV/c
beam impinging on the 180 mm target and the 5 GeV/c data taken with the 60 mm H2 target.
The distortion strength increases during the whole spill, consistent with the behaviour ofd′

0 shown
in figure 5. Most interestingly, figure10 also shows that the direction of the distortion changes
sign from the inner TPC rows to the outer ones, and that there is a cross-over point of vanishing
distortion. The change of sign can be explained qualitatively with electrostatic arguments taking
into account the fact that the HV power supply keeps the innerand outer field cages at a constant
voltage. These arguments will be worked out in detail below.One can further observe that the
absolute value of the outward field component at row number one is larger than the absolute value
of the inward field component at row number twenty.
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Figure 9. TheRφ distortion∆(rφ) = 〈(rφ)measured− (rφ)predicted〉 measured row-by-row as a function of
event number in spill for the 3 GeV/c beam and 180 cm long H2 target data. The four panels show data for
four groups of five pad-rows each. The different symbols represent the individual pad-rows.
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Figure 10. The variation of the distortion strength as a function of the pad row number, fitted during the
whole spill, left panel: 180 mm H2 target, 3 GeV/c beam; right panel: 60 mm H2 target, 5 GeV/c beam.

7 Phenomenological model

A simplified model was constructed to help understanding of the observed effects.6 As was dis-
cussed above, the observed dynamic distortion in the HARP TPC can be explained by an additional
radial electric field created by the ion cloud gradually filling the TPC volume. The radial field com-
ponent together with the longitudinal magnetic field of the TPC magnet provides an azimuthal shift
of the drift electrons, which is proportional to the value ofthe radial field integral over the elec-
tron drift trajectory. There are two contributions to the radial electric field: static distortions of
the external drift field (refs. [2, 3, 12]) and dynamic distortion due to the ion cloud. In this sec-
tion we consider that the static effects are already taken into account. Therefore, the electric field
induced by the ion cloud can be evaluated independently fromthe static field. To understand the
dynamic distortion quantitatively, a simple model was proposed which is based on the following
assumptions:

• the ion cloud fills the TPC volume with constant drift velocity;

• the ion density distribution has an azimuthal symmetry;

• the ion density distributionq(R) is a function of the radiusR in a cylindrical coordinate
system only.

Using these assumption and symmetry considerations it is possible to conclude that at any
given moment in time

6Recently, a general analytical description was proposed for a similar geometry [20].
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• the ion cloud fills the area of the TPC volumez< Z, wherez is the distance from the wire
grid along TPC,Z is a linear function of the time;

• the radial electric fieldEr(R) exists inside the volume of the ion cloud and is a function of
the radius only;

• the radial electric field is zero outside the ion cloud;

• some induced negative charge is uniformly distributed along the inner field cage forz< Z.

Due to the slow quasi-stationary drift of positive ions the problem of the radial electric field
can be reduced to an electrostatic one. Using the Gauss theorem the general formula for the radial
electric field can be written as:

Er(R) =
2K
R

(

∫ R

R1

2πq(r)rdr −Q

)

, (7.1)

whereR1 is the radius of the conducting surface of the inner field cage, Q is the linear density of the
charge induced onto the inner field cage. The latter value canbe fixed using the potential equation,
because the inner and outer field cages are effectively at thesame electric potential after the static
distortion correction:

∫ R2

R1

Er(R)dr = 0, (7.2)

hereR2 is the radius of the conducting surface of the outer field cage. Thus the value of the radial
electric field is a function of the density of the electric charge of the ion cloudq(R).

First, we assume a functional form of the electric field consistent with eq. (7.1) and (7.2) with
the aim to fit the predictions to the experimental data obtained with the elastic events. This density
should depend on experimental conditions. Using the data onthe dynamic distortion for elastic
scattering events the radial electric field was parametrized with the form:

Er(R) =
K
R

(ln(R+c)−y) , (7.3)

This equation contains the setting dependencies of the charge distribution and beam intensity
in the form of the free parametersK, y andc and they can be used to parametrize and correct the
dynamic distortions of any setting. An example of results ofthis parametrisation (numerical model)
is shown in figure11. The comparison is performed with the data on the 3 GeV/c positive beam
off a liquid hydrogen target.

Then we attempt to find the simplest analytical form of the electric field consistent with the data
and eq. (7.1) and (7.2). In figure11 also results of an alternative analytical model are presented, in
which a uniform distribution of the ion charge at each cylindrical shell of the TPC,q(R) = const/R,
is assumed. In this case eq. (7.1) and eq. (7.2) can be easily solved:

Er(R) = E0

(

1− R2−R1

Rln(R2/R1)

)

. (7.4)

The formula of eq. (7.3) can be simplified if the parameterc is small (c≪ R) corresponding
to the case of higher density of the ion charge around the beam. Using eq. (7.2) a solution for the
value ofy can be obtained:

y = ln(R0) whereR0 =
√

R1R2 (7.5)
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Figure 11. The comparison of the measured distortion and model predictions. Since the model does not
predict the absolute number of ions, the strength is shown with an arbitrary scale. Closed diamonds are the
experimental data; long dashes show the analytical calculation for the space charge distribution eq. (7.4) and
short dashes the numerical model (eq. (7.3)) with parameters fitted to the data.

The radial distributions of ion charge for the described models are different but the resulting
radial electric field is very similar. Because of the similarity of the result of eq. (7.5) with the result
of eq. (7.3) it is not shown separately in the figure. However, eq. (7.5) makes it easy to qualitatively
understand the phenomena observed in the data in terms of only one parameter proportional to the
total ion charge. The sign of the radial field is negative nearthe inner field cage and is positive at
the outer field cage. The numerical values of the radius at which the resulting field is zero does not
vary significantly between models and is nearly at the geometric averageR0 of the inner and the
outer radii.

Thus the simple electrostatic model described above provides a clear description for the dy-
namic distortion effect in the HARP TPC:

• the dynamic distortion should start after some time needed for the ion cloud to start filling
the TPC volume and forming electrostatic radial field (figure3);

• depending on radius the sign of the dynamic distortion changes and near the geometrical
mean

√
R1R2 the distortion vanishes (figure10);

• after some time the dynamic distortion is a linear function of the time and correspondingly
of the event number in the spill (figure5);

• the dynamic distortion is a linear function of the drift distance forz< Z and is constant for
larger drift distances (figure7);
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Figure 12. Averaged′
0 (dots for reconstructed positive tracks, squares for reconstructed negative tracks) as

a function of event number in spill for 8.9 GeV/c Be data. (Left panel uncorrected; right panel: dynamic
distortion corrections applied.) After the “default” correction for the static distortions (equal for each setting)
a small residual effect at the beginning of the spill is visible atNevt = 0 (left panel). This is due to the fact
that the inner and outer field cages are powered with individual HV supplies. A setting-by-setting correction
compatible with the reproducibility of the power supplies is applied for the data of the right panel together
with the dynamic distortion correction. The value of〈d′

0〉 at Nevt = 0 in the right panel has a small negative
value as expected from the fact that the energy-loss is not described in the track-model used in the fit. The
difference observed in the results for the two charges around Nevt = 50 shows that even at the onset of the
effect the model can correct the distortion within 1 mm.

• when the ion cloud reaches the edge of the inner field cage the effect of the dynamic distortion
stops growing (figure8).

The results of comparisons shown in figure11 indicate that the main parameters defining the
dynamic distortion effect are the total number of ions in thecloud and the initial time of formation
of the cloud. The particular distribution of ions provides asecond order correction. The absolute
scale of the distortion can be fixed with the help of experimental data on a setting-by-setting basis.
In the hydrogen settings, the direct measurement of the position of the clusters can be used, so the
distortion can be parametrized using only the data. According to the described model for all other
targets the time-dependence of the distribution of〈d′

0〉 is a good estimator. An independent check
of the correction method may be performed after the correction (figure12).

In summary, the simple model described above provides understanding of the nature of the
dynamic distortions in the HARP TPC and justifies the method described below which in the end
is based on experimental measurements only.

8 Correction method

With the models described above and the direct measurementsadistortion strengthas a function of
row number is determined. Thestrengthis measured as a residual, therefore it can be used as the
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basis for anRφ correction applied to clusters measured on tracks. However, before the correction
can be used for each target and beam setting where the elasticscattering cannot be measured, one
has to correlate the characterization with the behaviour ofone or more global track parameters. The
analysis of the elastic scattering data shows that the largest effect of the distortions is seen in the
pad rows nearest to the centre. Therefore, one of the best candidates in this respect isd′

0 which is
easy to measure for each track and therefore gives statistically significant results for each data set.

The behaviour ofd′
0 as a function of the event-in-spill shows a first part with, essentially, no

distortion, then a quadratic rise, followed by a linear behaviour until an upper limit is reached.
Empirically, this behaviour can be understood from the previously described ion cloud dynamics.
At the beginning of the spill the TPC is distortion-free; soon after the onset of the distortion the
effect stabilizes into a linear increase until levelling-off at the point in time where all the distance
travelled by the ionization charges is filled by the ion cloud. The saturation is in practice not reached
for tracks emanating from the target during the spill. The intermediate region approximated by the
quadratic rise is understood as the onset of the effect when the front of the ion cloud enters in
the drift region. Due to the different paths the ions travel in the amplification region, the front
of the cloud is not sharp. The behaviour is seen in figure12 (left panel). It is observed that
the dependence ofd′

0 as a function ofNevt shows the three regimes of the distortion as described
above. Three calibration parameters are extracted with an iterative procedure: the value ofNevt up
to which there is no distortion, the value ofNevt where the rise changes from quadratic to linear,
and an overall scale factor. A time-dependent upper limit tothe growth is also defined to take into
account the fact that the distortion saturates at a different value ofNevt depending on thezposition
of the original ionization charge. This is not a free parameter.

To take into account the different characteristics of the initial charge distribution the data
taken with the 3 GeV/c beam use the corrections determined using the 3 GeV/c hydrogen data,
the 5 GeV/c beam corrections use the 5 GeV/c hydrogen data, while the 8 GeV/c hydrogen
data are used for the higher momenta. Thus, for the actual corrections applied to the data, purely
experimental measurements are used. The model calculations do not enter in the corrections, but
serve as the basis for the understanding of the effects.

For a given setting all data are first reconstructed without any correction for dynamic distor-
tions and with a default (setting-independent) correctionfor static distortions. The characteristics
of the dependence ofd′

0 on Nevt is then used to determine the initial values for the four parameters
(three for the dynamic distortions and one for the static correction.) The row-by-row dependence
is characterized by a set of 20 numbers (one of three sets as explained above). Then this set is mul-
tiplied by a single strength factor, depending on the value of Nevt. As an additional complication,
the strength factor has azandRdependent ceiling to take into account the saturation.

The iterative procedure is terminated if thed′
0 curves of positive and negative pions are equal

within ±2 mm over the whole spill.7 Typically, only one extra iteration is needed to obtain the
required precision. This indicates that the characteristics of thed′

0 distributions describe the overall
distortion strength reliably. The result of the procedure is shown in figure12. The small difference
between the positive and negative pions aroundNevt = 50 has no effect on the measurement of the
momentum, but shows that the simple parabolic model describing the period of gradual onset of

7The systematic error on the momentum measurement is smallerthan 3.5% for〈d′0〉 < 5 mm [15].
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Figure 13. Distribution inq/pT for the 8.9 GeV/c Be data. The six curves show six regions in event number
in spill (each in groups of 50 events in spill). Groups are labelled with the last event number accepted in the
group, e.g. “50” stands for the group with event number from 1to 50. The six groups are normalized to the
same number of incoming beam particles, taking the first group as reference. Left panel: without dynamic
distortion corrections; right panel: with dynamic distortion corrections. In the left panel only the first three
groups of 50 events in spill are equivalent, while in the right panel all six groups are indistinguishable.

the distortions is not completely accurate. The approximations used in the method are valid for
values of〈d′

0〉 not exceeding 20 mm. The shape of the〈d′
0〉 distribution as a function ofNevt shows

clearly up to which value of event-in-spill the fitted parameters can be used. This maximum value
is setting dependent, and is larger for beam settings which were better focused, for beams tuned
at lower intensity and for targets of lowerZ. The target material dependence is introduced by the
multiplicity of the interaction products, which is higher for higherZ. In practice, this criterion does
not represent a significant loss in final statistics of the data sets. On average more than 80% of the
data can be reliably corrected. The data sets which have had to be truncated most turn out to be the
ones which were not statistics limited in any way (e.g. the high Z data sets).

One should point out that, although the value of〈d′
0〉 is a powerful indicator of the presence

of distortions, it only measures the extrapolation of tracks to the beam-axis. Once the value of
〈d′

0〉 has been used to determine the scale of the corrections one can no longer use its value as a
valid indicator of the presence of residual distortions. A vanishing value of〈d′

0〉 does therefore not
guarantee that all quantities relevant for the analysis arewell corrected. This question is addressed
in the following section, where the results of tests are shown on the stability of the momentum
measurement and of the efficiency.

9 Performance of TPC after correction

In order to check the results of the corrections for the distortions effects a number of control distri-
butions were evaluated for each analysed data-set.
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Figure 14. Momentum benchmarks. Left panel uncorrected; right panel: dynamic distortion corrections
applied. The closed boxes show the average momentum observed for protons selected using their range
(reaching the second RPC) and dE/dx; closed circles show protons selected within a high dE/dx region;
open circles:π− selected with dE/dx; open boxes:π+ selected with dE/dx. The angle of the particles is
restricted in a range with sinθ ≈ 0.9. In the left panel (uncorrected data) one observes a variation of ≈ 5%
for the highpT samples. The corrected data stay stable well within 3%. The shaded bands show a±1.5%
variation. The lowpT data remain stable with or without correction.

One control plot is the overallpT distribution of all tracks as a function ofNevt. Figure13
shows the distribution inQ/pT, whereQ is the measured charge of the particle, for six groups of
tracks, each corresponding 50n < Nevt ≤ 50(n+ 1) (for n ranging from zero to five). The distri-
butions have been normalized to an equal number of incident beam particles, with the first group
as reference. In the left panel, no dynamic distortion correction have been applied and a clear dif-
ference of the distributions is visible. One should note that the momentum measurement as well
as the efficiency is modified. The right panel shows the distributions after the corrections. The
distributions are no longer distinguishable. To understand the asymmetry of positively and nega-
tively charged tracks, one should keep in mind that no particle identification was performed. Thus
both protons and pions contribute to the positives while theπ−’s are the only component of the
negative particles.

A more direct test of the effect of the correction on the measurement of momentum is shown
in figure14. Four groups of tracks were selected, two classes of proton tracks and pions separated
on the basis of their charge. A sample of relatively high momentum protons was selected using
their range to set a lower limit. The protons were required toproduce a hit in two RPC layers. A
fixed window with relatively high values of dE/dx in the TPC ensured the particle identification
as protons and limited the maximum momentum. Another windowwith higher values of dE/dx
selects protons with a lower momentum. The pions are selected again by dE/dx, which is only
possible for low momentum values (around 100 MeV). Positively charged and negatively charged
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pions are treated separately. The angle of the particles is restricted in a range with sinθ ≈ 0.9,
ensuring a small range ofpT. In the left panel (uncorrected data) one observes a variation of
≈ 5% for the highpT samples. The corrected data stay stable well within 3%. The low pT pion
data remain stable with or without correction. The width of the measured momentum distributions
remains the same over the length of the spill, indicating that also the resolution is well corrected. It
should also be noted that there is an effect on the efficiency.While the efficiency to find a collection
of clusters as a track is not modified by the distortions, the requirement that the track is pointing
to the target does introduce an efficiency loss for the uncorrected data. This loss is visible as an
increase in the error bars on the measurements.

From the combination of the two sets of control plots one can conclude that the dynamic
distortion corrections achieve a uniform efficiency and a constant measurement of momentum over
the whole spill. Since the initial characterization of the TPC performance and calibration was
determined using the first part of the spill which is not affected by dynamic distortions one expects
that the calibration remains applicable. Although the additional correction improves the situation
for tracks which were already used in the analysis, the systematic errors on these quantities remain
approximately equal since now a larger fraction of the events are used. The additional events have
suffered more distortion and need larger corrections applied to their tracks.

While the ion charge builds up during the spill the distortion effects increase. It cannot be
taken for granted that the simple method which applies only to theRφ of the track coordinates does
not break down beyond a certain distortion strength. The benchmarks of efficiency and momentum
measurements are also used to determine whether this is the case. Indeed, in data-sets with more
severe distortions than the 8.9 GeV/c Be data they reveal that a relatively small part at the end of
the spill cannot be corrected reliably. In the analysis of these data-sets these parts of the statistics
have been discarded [6, 7].

10 Results for 8.9 GeV/c Be data

Finally, a comparison of the end-product of the analysis, double-differential cross-sections, before
and after the corrections can be made.

The measured double-differential cross-sections for the production ofπ+ andπ− in the labora-
tory system as a function of the momentum and the polar angle for each incident beam momentum
were measured for many targets and beam momenta. These results are in agreement with what
previously found using only the first part of the spill and using no dynamic distortions corrections.
Of course, both analyses only use the data for which their calibrations are applicable. Thus a lower
statistics sample is used for the uncorrected data. Making this comparison using the 8.9 GeV/c
Be data has the advantage of using the data set with the highest statistics, thus achieving the best
possible comparison. Figures15 and16 show the ratio of the cross sections without and with the
correction factor for dynamic distortions in 8.9 GeV/c beryllium data. The error band in the ra-
tio takes into account the usual estimate of momentum error and the error on efficiency, the other
errors are almost fully correlated. The agreement is within1σ for most of the points, confirming
the estimate of differential systematic error. The statistical error bar represents the statistics of the
non-overlapping events.
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Figure 15. Ratio of theπ− production cross-sections measured without and with corrections for dynamic
distortions in p-Be interactions at 8.9 GeV/c, as a function of momentum shown in different angular bins
(shown in mrad in the panels). The error band in the ratio takes into account momentum error and the error
on the efficiency, the other errors being correlated. The errors on the data points are statistical.

11 Conclusions

The HARP TPC suffers from a rather large number of operational problems. The dynamic distor-
tions observed for the particle trajectories were tackled after the other problems had been corrected.
The overall characteristics of the effect of these distortions were described. Mainly the measure-
ment of curvature and the extrapolation to the target were affected. It was shown that the origin
of the distortions is understood both theoretically and experimentally. An experimental method to
obtain a direct measurement of the distortions on the trajectory in space was developed. Thed′

0

variable has been identified to be a sensitive indicator of dynamic distortions both with H2 targets
and heavier targets. The effect of dynamic distortions on the particle trajectories in the TPC has
been measured directly with H2 targets by exploiting the forward spectrometer and the kinematics
of elastic scattering. A simple model of the generation of dynamic distortions was developed and
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Figure 16. Ratio of theπ+ production cross-sections measured without and with corrections for dynamic
distortions in p-Be interactions at 8.9 GeV/c, as a function of momentum shown in different angular bins
(shown in mrad in the panels). The error band in the ratio takes into account momentum error and the error
on the efficiency, the other errors being correlated. The errors on the data points are statistical.

used to illustrate the most important features. A correction algorithm which depends on parameters
that are controlled by thed′

0 variable was described. By monitoring the distortion strength with the
d′

0 observable the correction algorithm can be applied to all data sets taken with different targets.
The TPC performance (momentum scale and absolute efficiency) were measured during the full
spill by using data with hydrogen targets. The results of thecorrections show that the performance
of the TPC is restored for the vast majority of the data.
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